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(57) ABSTRACT

Porting a first integrated circuit design targeted for implemen-
tation in a first semiconductor manufacturing process, and
implementing a second circuit design in a second semicon-
ductor manufacturing process wherein the electrical perfor-
mance of the second integrated circuit meets or exceeds the
requirements of the first integrated circuit design even if the
threshold voltage targets of the second integrated circuit
design are different from those of the first integrated circuit
design; and wherein physical layouts, and in particular the
gate-widths and gate-lengths of the transistors, of the first and
second integrated circuit designs are the same or substantially
the same. The second integrated circuit design, when fabri-
cated in the second semiconductor manufacturing process
and then operated, experiences less off-state transistor leak-
age current than does the first integrated circuit design, when
fabricated in the first semiconductor manufacturing process,
and then operated. Porting includes determining processing
targets for the second semiconductor manufacturing process.
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PORTING A CIRCUIT DESIGN FROM A
FIRST SEMICONDUCTOR PROCESS TO A
SECOND SEMICONDUCTOR PROCESS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This is a continuation of non-provisional application Ser.
No. 14/171,224, entitled “Porting A Circuit Design From A
First Semiconductor Process To A Second Semiconductor
Process,” filed 3 Feb. 2014, which is a continuation of non-
provisional application Ser. No. 13/592,122, entitled “Porting
A Circuit Design From A First Semiconductor Process To A
Second Semiconductor Process,” filed 22 Aug. 2012, which
claims the benefit of U.S. Provisional Application 61/526,
648, entitled, “Integrated Circuit Devices and Methods,” and
filed 23 Aug. 2011, the entirety of each is hereby incorporated
by reference.

INCORPORATION BY REFERENCE OF
ADDITIONAL DOCUMENTS

In addition to provisional application referred to above, the
following are incorporated herein by reference: U.S. patent
application Ser. No. 12/895,785 filed 30 Sep. 2010, titled
“Advanced Transistors With Threshold Voltage Set Dopant
Structures;” U.S. patent application Ser. No. 12/960,266,
filed 3 Dec. 2010; U.S. patent application Ser. No. 13/471,353
filed 14 May 2012, titled “Integrated Circuit Devices and
Methods;” U.S. patent application Ser. No. 13/459,971 filed
30 Apr. 2012, titled “Multiple Transistor Types Formed in a
Common Epitaxial Layer by Differential Out-Diffusion from
a Doped Underlayer;” U.S. patent application Ser. No.
12/708,497, filed 18 Feb. 2010, titled “Electronic Devices
And Systems, And Methods For Making And Using The
Same;” U.S. patent application Ser. No. 12/971,884, filed 17
Dec. 2010, titled “Low Power Semiconductor Transistor
Structure and Method of Fabrication Thereof;” U.S. patent
application Ser. No. 12/971,955, filed 17 Dec. 2010, titled
“Transistor with Threshold Voltage Set Notch and Method of
Fabrication Thereof.”

FIELD OF THE INVENTION

The present invention relates generally to integrated cir-
cuits and methods of reusing circuits designed for one semi-
conductor manufacturing process in a second semiconductor
manufacturing process where that second semiconductor
manufacturing process provides lower subthreshold leakage
currents and lowers intra-die and inter-die variability of
threshold voltage.

BACKGROUND

Integrated circuit design typically begins with the knowl-
edge of a design goal or specification. Such specifications
describe the required performance of the circuit(s) to be
designed. Integrated circuit designers typically first create a
computer model of a circuit design that will meet the perfor-
mance specification. That circuit design model is based upon
the electrical circuit elements that are available in a given
semiconductor manufacturing process. For example, electri-
cal circuit elements may include diodes, transistors, capaci-
tors, resistors, and so on. Typical modern integrated circuits
include both p-channel and n-channel field effect transistors.

Asisknowninthefield of integrated circuit design, the cost
of preparing masks and fabricating the integrated circuits is
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very high. In view of these costs, integrated circuit designers
perform extensive simulations of their circuit designs in order
to reduce the risk of manufacturing a circuit that does not
perform as desired. Such circuit simulations generally rely on
four sets of information: (a) a network topology description,
(b) circuit element models, (c¢) process related targets (e.g.,
transistor threshold voltages), and (d) input waveforms to
drive the circuit being simulated.

Both the network topology description and the input wave-
forms are independent of, or at least substantially decoupled
from, the semiconductor manufacturing process with which
the circuit is intended to be manufactured. The circuit element
models and the process related targets are closely related to
this semiconductor manufacturing process.

It is common for integrated circuit designers to seek to
reduce the static power consumed by integrated circuits. It is
common in semiconductor process technology nodes from
about 45 nm and beyond, that a substantial amount of static
power is attributable to off-state leakage current in transistors.
However, even in seeking to reduce the power consumption
due to leakage current, designers also seek to re-use their
circuit designs (both transistor network topologies and physi-
cal layout).

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the invention are described with reference
to the accompanying drawings. In the drawings, like refer-
ence numbers indicate identical or functionally similar ele-
ments. Additionally, the left most digit(s) of a reference num-
ber identifies the drawing in which the reference number first
appears.

FIG. 1A is a cross-sectional view of an n-channel field
effect transistor fabricated in accordance with the Deeply
Depleted Channel (DDC) transistor architecture.

FIG. 1B is a flow diagram of an illustrative process for
fabricating a DDC transistor.

FIG. 1C is a flow diagram of an illustrative process for
fabricating DDC and non-DDC transistors.

FIG. 2 is a schematic diagram of a static memory bit cell,
where the bit cell includes a pair of cross-coupled CMOS
inverters.

FIG. 3 shows a schematic representation of a static CMOS
bit cell and a set of IDS vs. VDS curves reflecting the perfor-
mance of the bit cell circuitry when implemented with con-
ventional transistors versus being implemented with DDC
transistors.

FIG. 4A is a flow diagram illustrating a process of porting
a bit cell design from a first semiconductor manufacturing
process to a second semiconductor manufacturing process.

FIG. 4B is a flow diagram illustrating a process of porting
a bit cell design from a first semiconductor manufacturing
process to a second semiconductor manufacturing process.

FIG. 4C is a flow diagram illustrating an optimization
process for use in a method of porting a bit cell design from a
first semiconductor manufacturing process to a second semi-
conductor manufacturing process.

FIG. 4D illustrates the transistor mismatch used for worst
case read Static Noise Margin (“SNM”) simulations per-
formed for an exemplary embodiment.

FIG. 4E illustrates the transistor mismatch used for worst
case write margin simulations performed for an exemplary
embodiment.

FIG. 5 is a flow chart illustrating a method of generating an
optimized ported bit cell based on a source bit cell, where the
ported bit cell is to be a drop-in replacement for the source bit
cell.
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FIG. 6 shows graphs of read SNM, read current, and write
margin obtained from simulations performed for a bit cell
using conventional transistors with halo implants for a 65 nm
process.

FIG. 7 shows graphs of read SNM, read current, and write
margin obtained from simulations performed for a bit cell
using DDC transistors for a 65 nm process.

FIG. 8 shows graphs of the read SNM, write margin, and
read current for a bit cell using DDC transistors and a bit cell
using conventional transistors with halo implants.

FIG. 9 shows graphs of read SNM and write margin for an
SRAM cell using EBE transistors and an SRAM cell using
conventional transistors for simulations performed at 60 and
the same AV'T.

FIG. 10A shows cell leakage versus read current obtained
from Monte Carlo simulations performed for a bit cell using
DDC transistors and for a bit cell using conventional transis-
tors.

FIG. 10B shows read SNM versus write margin obtained
from Monte Carlo simulations performed for a bit cell using
DDC transistors and for a bit cell using conventional transis-
tors.

FIG. 11 A shows yield as a function of V,, and AVT in the
presence of process drift for an SRAM having bit cells using
DDC transistors.

FIG. 11B shows yield as a function of V,, and AVT in the
presence of process drift for an SRAM having bit cells using
DDC transistors.

FIG. 11C shows yield as a function of V,, and AVT with
no drift in the process mean assumed, for an SRAM having bit
cells using DDC transistors.

FIG. 11D shows yield as a function of V,, and AVT with
no drift in the process mean assumed, for an SRAM having bit
cells using DDC transistors.

FIG. 12 is an illustrative plot showing transistor threshold
voltage as a function of doping concentration in the screen
region of a DDC transistor.

It is noted that the cross-sectional representations of vari-
ous semiconductor structures shown in the figures are not
necessarily drawn to scale, but rather, as is the practice in this
field, drawn to promote a clear understanding of the struc-
tures, process steps, and operations which they are illustrat-
ing.

DETAILED DESCRIPTION

The following Detailed Description refers to accompany-
ing drawings to illustrate exemplary embodiments consistent
with the invention. References in the Detailed Description to
“one exemplary embodiment,” “an illustrative embodiment,”
“an exemplary embodiment,” and so on, indicate that the
exemplary embodiment described may include a particular
feature, structure, or characteristic, but every exemplary or
illustrative embodiment may not necessarily include that par-
ticular feature, structure, or characteristic. Moreover, such
phrases are not necessarily referring to the same exemplary
embodiment. Further, when a particular feature, structure, or
characteristic is described in connection with an embodi-
ment, it is within the knowledge of those skilled in the rel-
evant art(s) to affect such feature, structure, or characteristic
in connection with other embodiments whether or not explic-
itly described.

The following Detailed Description of the exemplary
embodiments will so fully reveal the general nature of the
embodiments that others can, by applying knowledge of those
skilled in relevant art(s), readily modify and/or adapt for
various applications such exemplary embodiments, without
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undue experimentation. Therefore, such adaptations and
modifications are intended to be within the meaning and
plurality of equivalents of the exemplary embodiments.

The acronym AV'T, as used herein is interchangeable with
oV

The acronym CMOS refers to Complementary Metal
Oxide Semiconductor. As used in this disclosure CMOS
refers to either a circuit that includes both p-channel field
effect transistors and n-channel field effect transistors, or a
semiconductor manufacturing process that produces both
p-channel field effect transistors and n-channel field effect
transistors on the same die or on the same substrate.

Epitaxial layer refers to a layer of single crystal semicon-
ductor material. In this field, an epitaxial layer is commonly
referred to “epi.”

FET, as used herein, refers to field effect transistor. An
n-channel FET is referred to herein as an N-FET. A p-channel
FET is referred to herein as a P-FET. Unless noted otherwise
the FETs referred to herein are MOSFETs.

It is noted that the use of the word “transistor” in this field
is context sensitive. That is, depending on the context, it may
refer to a physically implemented transistor in an integrated
circuit, a simulation model of a transistor, a layout of a tran-
sistor, a schematic representation of a transistor, and so on.

As used herein, “gate” refers to the gate terminal of a FET.
The gate terminal of a FET is also referred to in this field as a
“gate electrode.” Historically, the gate electrode was a single
structure such as a layer of doped polysilicon disposed on a
gate dielectric. More recent gate electrodes have included the
use of metals and metal alloys in their structures.

Source/drain (S/D) terminals refer to the terminals of a
FET, between which conduction occurs under the influence of
an electric field, subsequent to the inversion of the semicon-
ductor surface under the influence of an electric field resulting
from a voltage applied to the gate terminal of the FET. Gen-
erally, the source and drain terminals of a FET are fabricated
such that they are geometrically symmetrical. With geometri-
cally symmetrical source and drain terminals it is common to
simply refer to these terminals as source/drain terminals, and
this nomenclature is used herein. Designers often designate a
particular source/drain terminal to be a “source” or a “drain”
on the basis of the voltage to be applied to that terminal when
the FET is operated in a circuit.

Substrate, as used herein, refers to the physical object that
is the basic workpiece that is transformed by various process
operations into the desired microelectronic configuration.
Silicon wafers are a commonly used substrate in the manu-
facture of integrated circuits.

The “active” surface of a substrate refers to the surface in
and upon which active circuit elements such as transistors are,
or are to be, formed.

The acronym SRAM refers to Static Random Access
Memory.

The term “porting” as used herein refers to the methods
involved in taking a first integrated circuit design that has
been targeted for implementation in a first semiconductor
manufacturing process, and implementing a second circuit
design in a second semiconductor manufacturing process
wherein the electrical performance of the second integrated
circuit meets or exceeds the requirements specified for the
first integrated circuit design even if the threshold voltage
targets of the second integrated circuit design are different
from those of the first integrated circuit design; and wherein
physical layouts, and in particular the gate-widths and gate-
lengths of the transistors, of the first and second integrated
circuit designs are the same or substantially the same. Further,
in the context of the present disclosure, the second integrated
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circuit design, when fabricated in the second semiconductor
manufacturing process and then operated, experiences less
off-state transistor leakage current than does the first inte-
grated circuit design, when fabricated in the first semicon-
ductor manufacturing process, and then operated. Still fur-
ther, in the context of the present disclosure, the methods
involved in porting include determining processing targets
for the second semiconductor manufacturing process.

The term “migrating” as used herein is synonymous with
porting.

Overview

Itis well known in the fields of integrated circuit design and
semiconductor manufacturing that each new technology node
provides smaller feature sizes for transistors, and usually for
other structures such as interconnect as well. Conventionally,
improved electrical performance required implementing inte-
grated circuit designs with a more advanced manufacturing
processes at a technology node that offered smaller feature
sizes. Historically it was possible to “shrink™ the physical
layout and manufacture this smaller version of the original
design in the new process. However, as feature sizes have
become smaller, and particularly as minimum transistor
dimensions have decreased below 100 nm, the required
manufacturing processes and lithography methods have
introduced layout constraints to such an extent that a simple
linear shrink of a physical layout is very difficult, if not
impossible, to use as a means of migrating a given integrated
circuit design from a first process to a second process that
offers improved electrical performance.

As noted above, integrated circuit designers seek to reduce
static power consumption due to off-state leakage current.
But, even in seeking to reduce this parasitic power consump-
tion, circuit designers also desire to re-use their integrated
circuit designs. In this context, an integrated circuit design
refers to the information describing both a transistor network
topology and a corresponding physical layout. It is noted that
the aforementioned “transistor network topology” is used
broadly herein and may encompass circuit network topolo-
gies that include other electrical circuit elements such as
resistors, capacitors, diodes, and so on.

In general, a digital integrated circuit design project
progresses through a number of well recognized steps. Each
step provides some work product that is typically used as an
input to the next step. For example, a system level description
or system specification may be prepared that describes the
functions and features of an integrated circuit. From the sys-
tem level specification an architectural design for the pro-
posed integrated circuit may be prepared. Next, a functional
design and/or logic design is performed. Transistor-level cir-
cuit design may be performed subsequent to a logic design.
Physical design may involve creating a physical layout of the
integrated circuit, or at least portions of the integrated circuit.
Various verification processes are performed to ensure that
the design will meet its performance specifications. In the
case of a digital integrated circuit, for example, simulations
and/or static timing analyses are used to ensure that the timing
requirements are met; design rule checking is performed to
ensure manufacturability of the physical layout; layout versus
schematic checking is performed to ensure that the physical
layout matches the intended circuit design; and so on. Finally
the integrated circuit is fabricated, tested, packaged, and the
process is complete.

It is noted that there may be wide latitude in the steps of the
circuit design project outlined above. For example, if the
integrated circuit design is to be created by using pre-de-
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signed standard cells, then the need to perform transistor-
level circuit design may be significantly diminished if not
eliminated.

Recently, processes have been developed, such as the DDC
transistor manufacturing process developed by SuVolta, Inc.,
of Los Gatos, Calif., which can improve electrical perfor-
mance and yield without requiring an integrated circuit
design to be re-implemented at the smaller dimensions
required at other technology nodes. Because clectrical and
yield improvements can be obtained without having to re-
design circuitry and physical layouts for smaller feature sizes,
there is significant interest in porting existing integrated cir-
cuit designs from a first semiconductor manufacturing pro-
cess to a second manufacturing process with no, or relatively
few, changes to the physical layout.

Various embodiments provide for transforming transistor
parameter targets of a circuit designed for a first semiconduc-
tor manufacturing process to transistor parameter targets in a
second semiconductor manufacturing process. The transistor
parameter targets for the second process provide equal or
better electrical performance and/or equal or better yield
when the circuit is manufactured using the second process.
The transistor parameter targets of the second process are
typically, but not necessarily, different from those of the first
process.

By way of example and not limitation, FET threshold volt-
age is a commonly used transistor parameter target. In fact,
many semiconductor processes are set up to provide N-FETs
selectively targeted to have either low Vt, standard Vit, or high
Vt. Such processes also typically provide P-FETs selectively
targeted to have either low Vt, standard Vt, or high V1.

In the case of memory bit cell design, a substantial effort
goes into developing and verifying the physical layout of the
bit cell. From both cost and time-to-market perspectives, it
would be very helpful in the case of a memory bit cell design
to be able to port an existing design to a process with
improved electrical characteristics. Improvements in electri-
cal characteristics that are particularly desirable are reduced
leakage current, and reduced inter- and intra-die variability in
FET threshold voltages.

The DDC transistor architecture, and the semiconductor
manufacturing process that produces it, have these sought
after characteristics of low sub-threshold conduction, and low
intra- and inter-die variability in threshold voltage. This
architecture and process are discussed in more detail below.

Since the DDC transistor architecture and manufacturing
process provide designers with the electrical characteristics
that are desired, but designers are reluctant to invest in a
re-design and re-layout of an existing circuit, a means of
facilitating the porting of existing circuit designs to the DDC
process would benefit designers, producers and consumers
alike.

DDC Transistor Architecture and Manufacturing Process

The structural architecture and illustrative methods of
manufacturing DDC transistors are disclosed in great detail in
various patents and patent applications assigned to the
assignee of this application. Nonetheless, a short description
of the DDC structural architecture, methods of manufactur-
ing, and electrical characteristics are provided below.

FIG. 1A shows an embodiment of an Deeply Depleted
Channel (DDC) transistor 100 that is formed on a P-type
silicon substrate and configured to have an enhanced body
coefficient, along with the ability to set threshold voltage Vit
with enhanced precision. DDC transistor 100 is an N-FET
and includes a gate electrode 102, a first N-type source/drain
(S/D) 104, a second N-type S/D 106, and a gate dielectric
layer 128 disposed over a substantially undoped channel
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region 110. Lightly doped source/drain extensions (SDE)
132, are disposed, respectively, adjacent to first and second
source/drain 104, 106, and extend toward each other thus
reducing the effective length of channel region 110.

DDC transistor 100 includes a screening region 112 that is
highly doped with P-type dopants, and a Vt setregion 111 also
including P-type dopants. It will be understood that, with
appropriate change to substrate or dopant material, a P-FET
DDC transistor can similarly be formed.

In one embodiment, a process for forming the DDC tran-
sistor includes forming the screening region 112. In some
embodiments, the screening region is formed by implanting
dopants into P-well 114. In alternative embodiments the
screening region is formed on the P-well using methods such
as in-situ doped epitaxial silicon deposition, or epitaxial sili-
con deposition followed by dopant implantation. The screen-
ing region formation step can be before or after shallow
trench isolation (STI) formation, depending on the applica-
tion and results desired. Boron (B), Indium (I), or other P-type
materials may be used for P-type implants, and arsenic (As),
antimony (Sb) or phosphorous (P) and other N-type materials
can be used for N-type implants. In some embodiments,
screening region 112 can have a dopant concentration
between about 1x10'® to 1x10°° dopant atoms/cm’, with
approximately 5x10'° being typical. A germanium (Ge), car-
bon (C), or other dopant migration resistant layer can be
applied above the screening region to reduce upward migra-
tion of dopants. The dopant migration resistant layer can be
implanted into the screening region or provided as an in-situ
doped epitaxial layer.

In some embodiments, a threshold voltage (Vt) set region
111 is disposed above screening region 112, and formed as a
thin doped layer. Vt set region 111 can be either adjacent to
screening region 112, be within screening region 112 or ver-
tically offset from screening region 112. In some embodi-
ments, Vt set region 111 is formed by delta doping, controlled
in-situ deposition, or atomic layer deposition. Vt set region
111 can alternatively be formed by way of an in-situ doped
epitaxial layer that is grown above screening region 112, or by
epitaxial growth of a thin layer of silicon followed by out-
diffusion of dopant atoms from screening region 112. Varying
dopant concentration, allows for adjustments to the threshold
voltage value for the transistor. In some embodiments, Vt set
region 111 can have a dopant concentration between about
1x10'® dopant atoms/cm® and about 1x10*° dopant atoms per
cm’. In alternative embodiments, Vt set region 111 can have
a dopant concentration that is approximately less than half of
the concentration of dopants in screening region 112. An
example of the relationship between threshold voltage and
dopant concentration is provided at FIG. 12. FIG. 12 shows
that with a higher dose of dopant material, a greater absolute
value of threshold voltage is obtained in the physically imple-
mented transistor. In this illustrative example, ion implanta-
tion performed to introduce the dopant material into a sub-
strate.

In some embodiments, the formation of Vt set region 111 is
followed by a non-selective blanket epi deposition step that
forms the substantially undoped channel region 110. Shallow
trench isolation (STI) structures can be formed after the non-
selective blanket epi deposition step, and can include the
formation of a low temperature trench sacrificial oxide liner,
at a temperature lower than 900° C.

In addition to using dopant migration resistant layers, other
techniques can be used to reduce upward migration of
dopants from screening region 112 and Vt set region 111,
including but not limited to low temperature processing,
selection or substitution of low migration dopants such as
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antimony or indium, low temperature or flash annealing to
reduce interstitial dopant migration, or any other technique to
reduce movement of dopant atoms.

Substantially undoped channel region 110 is positioned
above Vt set region 111. Preferably, substantially undoped
channel region 110 is achieved by way of epitaxial growth of
intrinsic semiconductor material without dopant additives to
modify the electrical conductivity of the material. The result-
ant layer typically has a dopant concentration less than
5x10'7 dopant atoms per cm®. In alternative embodiments,
substantially undoped channel region 110 has a dopant con-
centration that is approximately less than one tenth of the
dopant concentration in screening region 112. In one embodi-
ment, the thickness of substantially undoped channel region
110 can range from 5 to 50 nanometers, with exact thickness
being dependent on desired transistor operating characteris-
tics and transistor design node (i.e., a 20 nm gate length
transistor will typically have a thinner channel thickness than
a 45 nm gate length transistor).

A gate stack may be formed or otherwise constructed
above channel region 110 in a number of different ways, from
different materials, and of different work functions as is
known in this field.

Source 104 and drain 106 can be formed preferably using
conventional dopant ion implantation processes and materi-
als, and typically includes source/drain extension regions that
define, at least in part, the electrical channel length of the
transistor of which they form a part. Channel region 110
contacts and extends between S/D 104 and S/D 106.

In various embodiments of DDC transistor 100, when volt-
age is applied at gate electrode at a predetermined level, a
depletion region formed in channel region 110 can substan-
tially extend to screening region 112.

Overall improvement of noise and electrical characteristics
for a transistor require careful trade-offs to be made in doping
density, length, and depth of the foregoing transistor struc-
tures. Improvements made in one area, for example, channel
mobility, can be easily offset by adverse short channel effects
or greater variability in capacitance or output resistance. One
particularly critical parameter for analog and digital transistor
design is the threshold voltage at which the transistor
switches on or off.

The threshold voltage of DDC transistor 100 can be
adjusted by controlling the dopant concentration and position
of'Vt set region 111, while leaving the bulk of channel region
110 substantially undoped. In a typical DDC process archi-
tecture, conventional “channel implants” where the channel
is implanted to set threshold voltage, is not used. Preferably,
the threshold voltage setting technique of forming halos adja-
cent to the source/drain is not used, either. Preferably, the
threshold voltage of the DDC transistor is set by the design, or
selection, of various DDC process variables such as the dop-
ing depth, doping profile of the doped region and location and
value of the peak concentration to result in a laterally
extended, doped region that is embedded a distance away
from the gate dielectric layer, preferably separated from the
gate dielectric by a distance of at least %5 of the gate length
(Lg). The DDC transistor doping profiles and dopant concen-
trations are designed, or selected, to achieve the desired
threshold voltage, junction leakage and other parametric val-
ues. The design, or selection of the doping profiles and con-
centrations typical takes into consideration factors such as,
but not limited to, the work function of the gate electrode.

As previously noted, screening region 112 is a highly
doped layer that typically contains dopant atoms with a con-
centration of between 1x10'® atoms/cm® and 1x107° atoms/
cm®, positioned under channel region 110. P-type dopants
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such as boron are selected for screening regions of N-FETs,
while N-type dopants such as arsenic, antimony or phospho-
rus can be selected for P-FETs. The presence of a screening
region below channel region 110 is necessary to define a
depletion zone beneath the gate. Generally, the greater the
distance screening region 112 is positioned from gate dielec-
tric 128, the lower the threshold voltage, and conversely, the
closer screening region 112 is to gate dielectric 128, the
higher the threshold voltage. As shown in FIGS. 1-2, screen-
ing region 112 can contact S/D regions, or optionally, it can be
positioned at a greater distance below the gate to avoid direct
contact with the S/D regions (not shown). In some embodi-
ments, it may be formed as a blanket or sheet extending under
multiple source/drain/channel regions, while in other
embodiments it may be a self-aligned implant or layer coex-
tensive with channel region 110 or a layer extending between
outer edges of gate spacers 130. The screening region thick-
ness can typically range from 5 to 100 nanometers. Screening
region 112 is highly doped relative to channel region 110, the
threshold voltage set region (if provided), and the well region.
The peak dopant concentration of the screening region can be
ten times or greater than the dopant concentration of the
substantially undoped channel, with a relative concentration
that can be between ten to a hundred times the dopant con-
centration of channel region 110. In practice, screening
region 112 can be doped to have a near uniform concentration
of between 5x10'® atoms/cm’ and 5x10'® atoms/cm®. How-
ever, embodiments in which the screening region has com-
plex dopant profile or reduces sharply in concentration from
an initial spike are also contemplated. In certain embodi-
ments, dopant migration resistant layers of carbon, germa-
nium, or the like can be applied along with or above screening
region to prevent dopant migration into the optional Vt set
region and the channel region.

A DDC semiconductor fabrication process typically uses a
different process sequence from the conventional CMOS
semiconductor fabrication process because it is imperative to
control against unwanted migration of dopants from the
screen/Vt set region into the channel which must remain
substantially undoped. An exemplary process flow fora DDC
semiconductor fabrication process is shown in FIG. 1B.

Referring to FIG. 1B, an illustrative process 150 for fabri-
cating integrated circuits that include one or more DDC tran-
sistors is shown. In a step 152, the desired transistor threshold
voltage, junction leakage, and other transistor parametrics are
determined. In a step 154, a semiconductor wafer is provided.
In this illustrative embodiment, the semiconductor substrate
is a bulk silicon wafer. In a step 156, doping operations are
performed to dope the screen region and the Vt set region of
each DDC transistor. The doping profiles, concentrations, and
dopant conductivity types are preselected based, at least in
part, on the doping conditions needed to achieve the desired
parametrics. It is noted that there may be more than one set of
doping profiles, concentrations, and dopant conductivity
types that can produce the desired set electrical characteris-
tics in a fabricated DDC transistor. In a step 158, a blanket
epitaxial layer is formed on the active-side surface of the
substrate. In this illustrative embodiment, the epitaxial layer
is an intrinsic silicon. In a step 160, shallow trench isolation
regions are formed on the active-side surface of the substrate.
In astep 162, a gate dielectric layer and a gate electrode layer
are formed and patterned; and S/D regions are formed in the
substrate adjacent to the patterned gate electrodes. It is noted
that the gate dielectric layer may be a stack that includes two
or more materials. It is further noted that the gate electrode
may be formed of a single layer of material or may be formed
of a stack of materials. It is still further noted that the gate
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electrode may be removed and replaced subsequent to the
formation of the S/D regions. In a step 164, the fabrication of
integrated circuits is completed. As will be appreciated by
those skilled in the art and having the benefit of this disclo-
sure, various conventional processing operations, including
but not limited to forming and patterning interconnect layers
and vias may be performed to complete the integrated cir-
cuits.

Itis noted that the DDC semiconductor fabrication process
can be adapted to fabricate a combination of DDC transistors
and non-DDC transistors. For instance, if non-DDC transis-
tors of conventional planar type are to be fabricated, then the
process described above in connection with FIG. 1B can be
modified to accommodate the fabrication steps for conven-
tional planar type transistors.

Referring to FIG. 1C, an illustrative process 170 for fabri-
cating integrated circuits that include one or more DDC tran-
sistors together with one or more non-DDC transistor is
shown. In a step 172, the desired transistor threshold voltage,
junction leakage, and other transistor parametrics for DDC
and non-DDC transistors are determined. In a step 174, a
semiconductor wafer is provided. In this illustrative embodi-
ment, the semiconductor substrate is a bulk silicon wafer. In a
step 176, doping operations are performed to dope the screen
region and the Vt set region of each DDC transistor. The
doping profiles, concentrations, and dopant conductivity
types are preselected based, at least in part, on the doping
conditions needed to achieve the desired parametrics. It is
noted that there may be more than one set of doping profiles,
concentrations, and dopant conductivity types that can pro-
duce the desired set electrical characteristics in a fabricated
DDC transistor. In a step 178, a blanket epitaxial layer is
formed on the active-side surface of the substrate. In this
illustrative embodiment, the epitaxial layer is an intrinsic
silicon. In a step 180, shallow trench isolation regions are
formed on the active-side surface of the substrate. In a step
182, the threshold voltages for non-DDC transistors are set by
halo and/or channel implants. In a step 184, a gate dielectric
layer and a gate electrode layer are formed and patterned; and
S/D regions are formed in the substrate adjacent to the pat-
terned gate electrodes. It is noted that the gate dielectric layer
may be a stack that includes two or more materials. It is
further noted that the gate electrode may be formed ofa single
layer of material or may be formed of a stack of materials. It
is still further noted that the gate electrode may be removed
and replaced subsequent to the formation of the S/D regions.
In a step 186, the fabrication of integrated circuits is com-
pleted. As will be appreciated by those skilled in the art and
having the benefit of this disclosure, various conventional
processing operations, including but not limited to forming
and patterning interconnect layers and vias may be performed
to complete the integrated circuits.

It is noted that applying bias to screening region 112 is
another technique for modifying Vt of DDC 100. Screening
region 112 sets the body effect for the transistor and allows for
a higher body effect than is found in conventional FET tech-
nologies. For example, a body tap 126 to screening region 112
of DDC transistor 100 can be formed in order to provide
further control of threshold voltage. The applied bias can be
either reverse or forward biased, and can result in significant
changes to threshold voltage. Bias can be static or dynamic,
and can be applied to isolated transistors, or to groups of
transistors that share a common well. Biasing can be static to
set threshold voltage at a fixed set point, or dynamic, to adjust
to changes in transistor operating conditions or requirements.
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SRAM Bit Cells

Referring to FIG. 2, a portion of a typical SRAM 200 is
shown. Typical SRAMs include a plurality of SRAM bit cells
(hereinafter “bit cells”). In an SRAM, bit cells are typically
arranged in rows and columns. FIG. 2 shows a bit cell 205. Bit
cell 205 is implemented using DDC transistors.

Bit cell 205 includes a pair of access transistors 225, 230,
and a pair of cross-coupled CMOS inverters. A first inverter of
bit cell 205 includes P-FET 235 and N-FET 245. P-FET 235
is coupled source-to-drain between a power supply node Vdd
and an output node CNO of the first inverter. N-FET 245 is
coupled drain-to-source between node CNO and ground. A
second inverter of bit cell 205 includes P-FET 240 and N-FET
250. P-FET 240 is coupled source-to-drain between a power
supply node Vdd and an output node CO of the second
inverter. N-FET 250 is coupled drain-to-source between node
C0 and ground. Since the CMOS inverters are cross-coupled,
the gates of P-FET 235 and N-FET 245 (the first inverter) are
electrically connected to each other and to output node C0.
Access transistor 225 couples node CO0 to a first bit line BL0,
and access transistor 230 couples node CNO to a second bit
line BLNO. The respective body terminals of N-FETs 225,
230, 245, 250 are coupled to a node labeled Vbn. Node Vbn
may be the ground node of the circuit, or may be the output
node of a voltage source that provides a fixed bias voltage, or
may be the output node of a voltage source that provides a
dynamically variable bias voltage. The respective body ter-
minals of P-FETs 235, 240 are coupled to a node labeled Vbp.
In some embodiments node Vbp is coupled to Vdd.

Bit cell 205 can retain its state indefinitely as long as the
power supply voltage Vdd is sufficient to operate the cell
correctly, i.e., exceeds Vp,., Bit cell 205 includes two
cross-coupled inverters consisting of the pair of transistors
235 and 245, and 240 and 250. The two inverters operate to
reinforce the stored charge on storage nodes CN0O and C0
continuously, such that the voltages at each of the two storage
nodes are inverted with respect to one another. When CNO is
at a logical “1”, usually a high voltage, C0 is at a logical “0”,
usually a low voltage, and vice versa. As long as the small-
signal loop gain is greater than 1, the stored voltages are
reinforced and the storage is successful.

Still referring to FIG. 2, a write operation can be performed
to store data in bit cell 205, and a read operation can be
performed to access stored data in bit cell 205. In one embodi-
ment, data is stored in bit cell 205, during a write operation by
placing complementary write data signals on the two bit lines
BL0 and BLNO, and placing a positive voltage V5, on the
word line WL connected to the gates of access transistors 225
and 230, such that the two bits lines are coupled to the storage
nodes C0 and CNO respectively. The write operation is suc-
cessful when the write data signals on the two bit lines over-
come the voltages on the two storage nodes and modify the
state of the bit cell. The cell write is primarily due to the bit
line driven low overpowering the P-FET pull-up transistor via
the access transistor. Thus the relative strength ratio of the
N-FET access transistor to the P-FET pull-up transistor is
important to maximizing the write margin.

Data is accessed from bit cell 205, during a read operation
by precharging the two bit lines BL.O and BLNO to a positive
voltage, such as the positive power supply voltage Vdd, and
placing a positive voltage V;, on the word line WL such that
access transistors 225 and 230 allow storage nodes C0 and
CNO to be coupled to bit lines BLO and BLNO respectively.
During the read operation bit cell 205 drives complementary
read data signals onto the bit lines BLO and BLLNO, and a
resulting read current pulls one of the two bitlines low in
accordance with the stored state of the bit cell. The differen-
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tial voltage on bit lines BL.0 and BLNO can be sensed using a
differential sense amplifier (not shown) that senses and
amplifies the differential voltage signal on the bit lines. The
output of the sense amplifier is subsequently output as the
read data for the bit cell.

Embodiments of bit cells using DDC transistors can have
enhanced performance characteristics as compared to bit
cells using conventional MOSFETs. Some of the reasons for
the enhanced performance characteristics are (1) the DDC
transistors can have lower threshold voltage variation, i.e.,
lower oV, and (2) the DDC transistors have higher I and
higher body coefficient. As a result, bit cells using DDC
transistors can have (1) enhanced read stability that can be
measured as enhanced read static noise margin, as well as
lower SRAM minimum operating voltage Vpp,...: (2)
enhanced write margin; (3) faster SRAM operation resulting
from lower read current variability; and (4) lower bit cell
leakage resulting from lower oV ,.

FIG. 3 shows an annotated bit cell that illustrates some of
the advantageous DDC transistor characteristics. DDC tran-
sistors can exhibit a higher current drive as compared to
conventional MOSFETs, when a low voltage is being applied
to the gate and the drain-to-source voltage is less than V 54—
V rof the transistor, i.e., such that the transistor is operating in
the linear region. This higher drive current is illustrated in the
1, v. V55 graphs in FIG. 3 which show the drain current as a
function of the drain voltage for a DDC transistor and a
conventional transistor.

The source voltage on N-FETs of the cross-coupled CMOS
inverters in the bit cell is increased during the read operation,
diminishing the SNM. For example, this dynamic store low
voltage V -, can be less than 0.2 V during the read operation
in certain embodiments. This voltage can be as low as 0.1
volts in certain alternative embodiments. The amount of
increase is a function of the ratio of the pull-down to access
N-FET device, with the smallest possible increase (con-
strained by area) being desirable. Therefore, the higher drive
current of DDC transistors at low drain biases contributes to
an enhanced read SNM. Additionally, as the Vt’s of the series
N-FETs vary, the read SNM may be diminished. Therefore,
the lower AVT of DDC transistors also improves read SNM.

During read operations, the N-FET access transistor of the
bit cell has an increased body bias voltage that results from
the rise in the storage node voltage during the read operation.
Therefore, the enhanced body coefficient of the DDC transis-
tor results in an N-FET access transistor with reduced drive
current drive capability. The combination of the enhanced
drive capability of the pull-down transistor, and the reduced
drive capability of the access transistor results in an increased
read SNM and increased cell stability. This is evident quali-
tatively from the better voltage divider ratio obtained by
increasing the resistance through the access N-FET transistor
and decreasing the resistance through the N-FET of the
CMOS inverter, respectively.

FIG. 3 also shows that the bit cell using DDC transistors
may not have a significant impact on the writeability of the bit
cell when the bitline is driven to Vg because the access
transistor has no body bias voltage under these conditions.

The enhanced body coefficient of the DDC transistor can
also be used to provide bit cells having a lower standby power,
and better column level margin controls.

Porting Methods

In one embodiment, a ported bit cell is generated based on
a source bit cell. The source bit cell uses conventional FETs
and is fabricated using a conventional semiconductor pro-
cess, and the ported bit cell uses DDC transistors and is
fabricated using a DDC semiconductor process. FIG. 4 illus-
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trates a method to generate a ported bit cell based on the
source bit cell, where the ported bit cell is designed to be a
drop-in replacement for the source bit cell. In one embodi-
ment, the ported bit cell can have the same area as the source
bit cell, and each of the DDC transistors in the ported bit cell
can have the same size as the corresponding transistor in the
source bit cell. In alternative embodiments, the ported bit cell
can be fabricated without making any modifications to the
layout database (e.g., GDSII format) information corre-
sponding to the source bit cell. In other embodiments, the
ported bit cell can be fabricated using the same GDSII format
information as the source bit cell. In some embodiments, the
layout database information can be resized to produce the
master or direct write information for the ported bit cell. For
purposes of illustration only, the elements of these embodi-
ments are described with reference to the flow charts shown in
FIGS. 4-5. In some embodiments, the ported cell can be
smaller and/or have dimensions and layout that make it more
lithography friendly, i.e., easier to fabricate.

Referring to FIG. 4A, a method 400 determines the gate
width and gate length of'the transistors in the source bit cell in
step 405. In step 415, a ported bit cell is “designed” using one
or more DDC transistors. In this context, “designed” refers to
modifying a simulation model of and original, or source,
design, so that the simulation model will operate with DDC
transistor models rather than conventional transistor models.

In one embodiment, the ported bit cell is a drop-in replace-
ment for the source bit cell and uses DDC transistors of
substantially the same size as the source bit cell. In alternative
embodiments, the ported bit cell can be fabricated either
using the layout database of the source bit cell with substan-
tially no modifications, or it can be fabricated after resizing
the layout database of the source bit cell. In step 420, initial
values are selected for the DDC N-FET design parameters,
commonly threshold voltage V., and the DDC P-FET
threshold voltage V ;. It is noted that other design parameters
such as junction leakage or drive current can be targeted. In
this illustrative embodiment threshold voltage is used as the
design target. In one embodiment, V -, and V ;- are initially
set to the threshold voltage used for logic gates on the same
integrated circuit. In step 425, V ,and V- are optimized to
provide the best read SNM, write margin, read current, and
cell leakage for the ported bit cell. It is noted that while read
SNM, write margin, read current and cell leakage are typical
design points for a bit cell, other design considerations such
astarget retention voltage (Vretain) can be utilized as a design
point. Other design considerations such as Vwordline and
other less common design points can also be utilized. In one
embodiment, the ported bitcell V ;and V -, are selected to be
substantially matched to the source bit cell. In one embodi-
ment, an analysis is performed by simulating a ported bit cell
having worst case mismatch between the DDC transistors in
the cell. In one embodiment, the simulations are performed at
atemperature that is considered to be the worst case operating
temperature, e.g., 85° C. In certain embodiments, the simu-
lations are performed under systematic process conditions,
e.g., wafer to wafer variation, subject to an additional mis-
match that would determine the worst case read SNM, worst
case write margin, worst case read current, and worst case cell
leakage of the ported bit cell. Step 425 optimizes V yand V
to provide the best values of these performance characteris-
tics for the ported bit cell. For example, wafer to wafer varia-
tion can be included in the optimization step 425 by simulat-
ing at one or more process corners, such as fast N-FET slow
P-FET, slow N-FET fast P-FET, slow N-FET slow P-FET, or
fast N-FET fast P-FET. In step 430, DDC transistor design
parameters required to obtain the optimized V, and V-
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(obtained in step 425) are determined. Such design param-
eters can include the thickness of the blanket epitaxial layer,
the position of the screening region, the position of the thresh-
old voltage tuning region, the dopant concentration of the
screening region, and/or the dopant concentration of the
threshold voltage tuning region.

FIG. 4B illustrates a method 450 to generate an optimized
ported bit cell based on a source bit cell, where the ported bit
cell is designed to be a drop-in replacement for the source bit
cell. In a step 455, the sizes of the transistors in the source bit
cell are determined. In a step 460, a ported bit cell is
“designed” using one or more DDC transistors. In a step 465,
initial values for design target parameters, in this embodiment
N-FET threshold voltage and P-FET threshold voltage for the
ported bit cell, are selected. It is noted that other design
parameters such as junction leakage or drive current can be
targeted. In this illustrative embodiment threshold voltage is
used as the design target. In a step 470, the transistor gate-
width and gate-length (W/L) is optimized, in additionto V
and V ;, to provide the best read SNM, write margin, read
current, and cell leakage for the ported bit cell. It is noted that
while read SNM, write margin, read current and cell leakage
are typical design points for a bit cell, other design consider-
ations such as target Vretain can be utilized as a design point.
Other design considerations such as Vwordline and other less
common design points can also be utilized. In certain embodi-
ments, the optimization can change the transistor W/L for the
ported bit cell in a limited range, e.g., a W/L. change that can
be accomplished by resizing the layout database information
without resizing the overall cell. In a step 475, DDC transistor
design parameters to obtain the optimized W/L for the opti-
mized V ., and V - (obtained in step 470) are determined.

FIG. 4C illustrates an embodiment of a method to generate
a bit cell ported to contain at least one DDC device based on
the non-DDC source bit cell, where the ported bit cell is
designed to be a drop-in replacement for the source bit cell.
Note that this method can be used for any type of devices (e.g.,
transistors) where there is a source bit cell designed to be
fabricated in a first semiconductor process and a target bit cell
for fabricating in a second semiconductor process different
from the first semiconductor process, regardless of whether
DDC transistors are used in the target bit cell. Though
described in terms of threshold voltage as the parameter tar-
gets, the various embodiments can be implemented using
other parameter targets such as junction leakage, drive current
or other parameter. In a step 4000, the goals for read margin,
write margin, read current and leakage current are identified.
In a step 4010, weights for each of the read margin, write
margin, read current and leakage currents are selected, in
order to determine the objective function for a later optimi-
zation. In a step 4020, the gradient of the objective as a
function of ratio of P-FET to N-FET Vt is determined. The
porting is put through primary optimization loop 4030,
whereupon matrix inversion techniques or other gradient-
optimization methods are applied. If the objective function is
not minimized, then in a step 4040 the gradient determination
is performed to reduce the objective function. If the objective
function is minimized, then in a step 4050 a check is per-
formed to see if all goals for read margin, write margin, read
current and leakage current have been satisfied or exceeded. If
one or more goals have not been satisfied, then the porting
goes back to step 4000. If all goals for read margin, write
margin, read current and leakage current have been satisfied,
then the Vt for each device are applied to the devices in the
ported bit cell 4060. It is noted that while read SNM, write
margin, read current and cell leakage are typical design points
for a bit cell, other design considerations such as target Vre-
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tain can be utilized as a design point. Other design consider-
ations such as Vwordline and other less common design
points can also be utilized. Examples of the porting method
are provided in FIGS. 4D and 4E.

In FIG. 4D, an embodiment for determining the V1 shifts
for a ported bit cell according to read margin goals is shown.
The worst case read SNM is measured by generating a but-
terfly plot (not shown) for the ported bit cell, having a prede-
termined DDC threshold voltage variation of x sigma,
where —x indicates faster, e.g., shorter channel or lower (abso-
Iute value) V, mismatch direction, while +x indicates the
opposite. The simulations to measure the worst case read
SNM are performed under the following conditions:

(1) A positive voltage is placed on bitlines BLL0 and BLNO.

In one embodiment, the positive voltage is the positive
power supply voltage V .

(2) A positive voltage is placed on the word line WL. In one
embodiment, the positive voltage is the positive power
supply voltage V.

(3) For one of the CMOS inverters in the bit cell, i.e. for one
side of the bit cell, the DDC N-FET has a +x sigma
threshold voltage mismatch, and the DDC P-FET of the
inverter has a —x sigma threshold voltage mismatch. For
the other CMOS inverter in the bit cell, i.e., for the other
side of the bit cell, the DDC N-FET has a —x sigma
threshold voltage mismatch, and the DDC P-FET has a
+x sigma threshold voltage mismatch. FIG. 4D illus-
trates the transistor mismatch used for worst case read
SNM simulations performed for one embodiment.

(4) The DDC access transistor on the side of the cell that is
driving its coupled bitline BL low has a —x sigma thresh-
old voltage mismatch.

(5) The simulations are performed for the fast N-FET, slow
P-FET corner. In certain embodiments, systematic pro-
cess conditions, such as wafer to wafer variations, can
also be taken into account by appropriately skewing the
transistor mismatch parameters.

The butterfly plot generated under the above conditions can
be asymmetric, i.e., one eye of the butterfly plot can be
smaller than the other eye, because of the differences in the
threshold voltages of the DDC transistors within the ported
bit cell. The worst case read SNM is the width of the largest
square that can fit in the smallest eye of the butterfly plot. In
one embodiment, the read stability of the bit cell can be
measured as the worst case read SNM. The simulations per-
formed to determine the worst case read SNM is generally a
DC analysis, however, the simulations can also be performed
with a slow input ramped transient analysis.

InFIG. 4E, an embodiment for determining the Vt shifts for
a ported bit cell according to write margin goals is shown. In
one embodiment, the worst case write margin is determined
by performing simulations for the ported bit cell, having a
predetermined DDC threshold voltage variation of x sigma,
under the following conditions:

(1) A positive voltage is placed on the word line WL. In one
embodiment, the positive voltage is the positive power
supply voltage V.

(2) A positive voltage is placed on bitline BL, and the
voltage on bitline BL is swept from a high voltage, such
as Vpp, to a low voltage, such as V.

(3) The DDC N-FET access transistor, and the DDC
N-FETs of the cross-coupled CMOS inverters have a +x
sigma threshold voltage mismatch. The DDC P-FETs of
the cross-coupled CMOS inverters have a -x sigma
threshold voltage mismatch, on the side being measured.
FIG. 4E shows the mismatch used for worst case write
margin simulations performed for one embodiment.
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Other transistors may be skewed as shown in the figure,
or not, or by a lesser amount.

(4) The simulations are performed for the slow N-FET, fast
P-FET corner. In some embodiments, systematic pro-
cess conditions, such as wafer-to-wafer variations, can
also be taken into account by appropriately skewing the
transistor mismatch parameters.

The word line voltage at which the bit line voltage flips is the
worst case write margin for the ported bit cell. In one embodi-
ment, the worst case write margin is required to be greater
than zero by a predetermined amount. Since the determina-
tion of the write margin requires determining the effect of the
feedback behavior in the bit cell, a transient circuit simulation
can be the most accurate way of determining the write margin,
however, by determining the appropriate voltage on the node
being pulled low by the bitline, a DC analysis can also be
used.

In one embodiment, the read current is determined by
performing simulations for the ported bit cell, where the
ported bit cell having a predetermined DDC transistor thresh-
old voltage variation of x sigma, under the following condi-
tions:

The DDC N-FETs have a +x sigma threshold voltage mis-
match, and the DDC Ps have a +x sigma threshold voltage
mismatch.

(1) Simulations are performed for the slow N-FET, slow
P-FET process corner. In some embodiments, system-
atic process conditions, such as wafer-to-wafer varia-
tions, can also be taken into account by appropriately
skewing the transistor mismatch parameters.

In one embodiment, the read current is determined during
the transient bitline development, when both bitlines BL. and
BLN are precharged to a high voltage, e.g., Vp, and word
line WL is subsequently set to a high voltage, e.g., V5.
Under these conditions, either bitline BL or BLN is dis-
charged to a low voltage through the DDC N-FET of the
CMOS inverter and the access transistor connecting the bit-
line to Vg, depending on whether the stored state in the
ported bit cell is a “0” or “1” respectively. The read current for
the ported bit cell is determined when the bitline that is
discharging is transitioning from the precharged high voltage
state to the low voltage. In an alternative embodiment, the
read current can be determined at DC by storing a “0” in the
ported bit cell, applying a high voltage to bitline BL, and word
line WL, and measuring the current through the DDC N-FET
of the CMOS inverter. In some embodiments, the ported bit
cell bitlines BL. and BLN are connected to a sense amplifier
used by the SRAM when the read current is measured because
the read current for the same bit cell can be different when it
is connected to different sense amplifiers.

In one embodiment, bit cell leakage is measured by per-
forming simulations at the fast N-FET, fast P-FET process
corner. In some embodiments, systematic process conditions,
such as wafer to wafer variations, can also be taken into
account by appropriately skewing the transistor mismatch
parameters.

In some embodiments, read SNM and write margin can be
the two key parameters that affect the optimization of V ,and
V 5. The response of both read SNM and write margin can be
dominated by two of the transistors in the bit cell. For read
SNM the strength ratio of the N-FET access transistor to the
pull-down transistor (e.g., NP1 to N1 or NP2 to N2) domi-
nates the response. Alternatively, for write margin the
strength ratio of the N-FET access transistor to the pull-up
transistor (e.g., NP1 to P1 or NP2 to P2) dominates the
response. Therefore, for performing the read SNM analysis,
high variability for these two transistors (e.g., either the NP1
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N1 pair or the NP2 N2 pair), along with lower variability for
the remaining four transistors in the bit cell such that the total
response adds up to a particular total cell level variation or
‘sigma’ at the cell level can provide a definitive analysis or
optimization point for the SRAM cell. For example if “a”
represents the variation of the two transistors that dominate
the response of the read SNM, and if “b” represents the
variation of the remaining four transistors, then “a” and “b”
can be related by the following equations for 1 sigma total
(cell) variability:

1=sqrt(2* > +4*b?);
1=(2*a*+4*b%);

b=sqrt(1-2*a>)/2;

Inthe above equations, if the variation “b” is zero, then the “a”
variation is 1/V2. As a result, in certain embodiments, the
maximum “a” variation, subject to the constraint that the total
cell variation is “1”, is 1//2. In alternative embodiments, the
maximum a variation can be higher as increased cell variation
is permitted (i.e., the cell sigma is increased). For example, if
the cell sigma is “2”, then the maximum a variationis “17, i.e.,
a is less than or equal to “1”. By working with 1 sigma, the
resulting values can be linearly scaled for other sigma levels.

In some embodiments, a similar analysis can be performed
for the write margin. The write margin response is dominated
by the ratio of the DDC N-FET access transistor to the DDC
P-FET of the CMOS inverter (i.e., P1 to NP1 or P2 to NP2).
Therefore, for performing the write margin analysis, high
variability for these two transistors (e.g., either the P1 NP1
pair or the P2 NP2 pair), along with lower variability for the
remaining four transistors in the bit cell such that the total
response adds up to one sigma at the cell level can provide a
definitive analysis or optimization point for the bit cell. Thus,
the variation a determined from the above equations is
applied to these two transistors (i.e., either P1 NP1 or P2 NP2,
as determined by the initial state of the bit cell which the write
must overpower), and the variation b is applied to the remain-
ing four transistors.

This analysis of the bounds of the devices may be extended
to the overall cell response 2 sigma, 3 sigma, and so on
responses, with the bounds of the other devices impacted as
evident by the primary two devices that dominate the
response. Thus, more accurate estimations of the bounds of
the cell response at various mismatch levels may be deter-
mined.

In alternative embodiments, the optimization of the bit cell
can also take into account different variability for different
DDC transistors in the bit cell. In some embodiments, the
optimization of the bit cell can also take into account varia-
tions resulting from systematic process corners on bit cell
performance, i.e., the impact on read SNM at the fast N-FET
slow P-FET corner, the impact on write margin at the slow
N-FET fast P-FET corner, the impact on read current at the
fast N-FET fast P-FET corner, and the impact on cell leakage
at the fast N-FET fast P-FET corner.

FIG. 5 shows a flow chart illustrating a method 500 to target
a ported bit cell to match the device matching characteristics
of'a source bit cell. The advantage such a using DDC transis-
tors in the ported bit cell is that the W/L for the DDC transis-
tors can be reduced for otherwise the same performance char-
acteristics. In a step 505, the sizes of the transistors in the
source bit cell are identified. In a step 515, the read SNM,
write margin, read current and cell leakage of the source bit
cell are determined. In a step 520, the initial design of the
ported bit cell is performed. In a step 525, the worst case read
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SNM of the ported bit cell is determined. In a step 526 a
decision is made, so that if the read SNM of the ported bit cell
matches, then the matching can proceed to another parameter,
shown here as a step 530 which is the worst case write margin
for the ported bit cell. If the read SNM of the ported bit cell
does not match, then P-FET Vt is reduced 527 and the deter-
mination of worst case read SNM of the ported bit cell at 525
is performed again. After a step 530, a decision is made in a
step 531, so that if the write margin of the ported bit cell
matches, then the matching can proceed to another parameter,
shown here as a step 535 which is the read current for the
ported bit cell. If the write margin of the ported bit cell does
not match, then either the P-FET Vt is raised or N-FET Vtis
reduced or both are done at a step 532, whereupon the loop
goes back to the first step of the parameter determinations for
the ported bit cells, which here is the read SNM 525. At a step
535, the read current of the ported bit cell is determined. After
step 535, a decision is made at a step 536, so that if the read
current of the ported bit cell matches, then the method pro-
ceeds to the next parameter, which here is at a step 540 which
determines the cell leakage of the ported bit cell. If the read
current of the ported bit cell does not match, then the N-FET
Vtis reduced 537, whereupon the loop goes back to the first
step of the parameter determinations for the ported bit cells,
which here is read SNM 525. At step 540, the cell leakage of
the ported bit cell is determined. After step 540, a decision is
made at a step 541, so that if the cell leakage of the ported bit
cell matches, then the method proceeds to the last step which
is that the DDC transistor design parameters for the matched
target P-FET Vt and N-FET Vts are determined. If the cell
leakage of the ported bit cell does not match, then both P-FET
Vtand N-FET Vt are increased 542, whereupon the loop goes
back to the first step of the parameter determinations for the
ported bit cell which here is read SNM 525. At a step 545, the
transistors are matched, and the DDC transistor design
parameters for fabricating in silicon for the target P-FET Vt
and N-FET Vt are determined.

FIG. 6 shows graphs of read SNM, read current, and write
margin obtained from simulations performed for a bit cell
using conventional transistors with halo implants for a 65 nm
process. The bit cell was designed to operate at a target power
supply voltage (V) of 1.2V. The read SNM graph corre-
sponding to 60 mismatch shows that the bitcellhasaV ..,
0t 0.7V, i.e., the lowest value of V , , at which the SRAM can
operate (has sufficient read SNM, read current, and write
margin) is approximately 0.7V. The read SNM graph corre-
sponding to 100 mismatch shows that the bit cell does not
have a positive read SNM at any value of'V 5. Therefore, 60
is the mismatch required to provide yield to relatively small
SRAM arrays, assuming no other systematic process differ-
ences.

FIG. 7 shows graphs of read SNM, read current, and write
margin obtained from simulations performed for a bit cell
using DDC transistors for a 65 nm process. The DDC tran-
sistors of the bit cell simulated for FIG. 7 have the same gate
width and gate length as the corresponding transistors (i.e.,
the conventional transistors with halo implants) for the bit cell
simulated for FIG. 6. The DDC threshold voltages for the bit
cell were optimized in accordance with one of the methods
described above. The bit cell of FIG. 7 was designed to
operate at a target power supply voltage (V) of 0.7V. The
read SNM graph corresponding to 60 shows that the bit cell
hasaV,,,,.. 0f 0.4V, ie., the lowest value of V,, at which
the SRAM can operate (has a positive read SNM) is approxi-
mately 0.4V. The read SNM graph corresponding to 100
shows thatthebit cellhasaV,,,;, 0f0.6V,i.e., thebit cell has
sufficient read SNM, read current, and write margin down to
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a power supply voltage of 0.6V. FIGS. 6-7 illustrate that a
ported bit cell using DDC transistors canhave alowerV ...
and acceptable yield for larger SRAM arrays at a given volt-
age as compared to a source bit cell using conventional tran-
sistors with halo implants where both bit cells use transistors
of the same W/L and the ported bit cell has transistors with
optimized V p and V ..

FIGS. 11A-11B show SRAM yield as a function of V,,
and AVT in the presence of process drift, for an SRAM using
DDC transistors. FIGS. 11C-11D show SRAM vyield as a
function of V,, and AVT with no drift in the process mean
assumed, for an SRAM using DDC transistors. It is observed
from FIGS. 11A-11D that the improved characteristics of
DDC transistors can result in a bit cell withalow V... In
addition, a DDC transistor based bit cell can have a lower
V ppmin @ compared to a conventional bit cell.

FIG. 8 shows graphs of the read SNM, write margin, and
read current for a bit cell using DDC transistors and a bit cell
using conventional transistors with halo implants. Both bit
cells use transistors of the same size. Put another way, the
DDC bit cell is a drop-in replacement for the conventional
transistor based bit cell, and both bit cells use a 65 nm fabri-
cation process in this exemplary embodiment. FIG. 8 shows
that the DDC transistor based bit cell has a higher read SNM,
a higher write margin, and a higher read current (resulting is
faster SRAMs), and therefore has better performance charac-
teristics for all values of V ,, where the cell is operational. In
addition, the V., of the DDC transistor based bit cell is
0.4V, whereas the V..., of the conventional transistor based
SRAM cell is 0.7V.

FIG. 9 shows graphs of read SNM and write margin for an
SRAM cell using DDC transistors and a bit cell using con-
ventional transistors for simulations performed at 60 and the
same AVT. The AVT used for these simulations is the AVT of
a baseline process using conventional transistor with halo
implants. The DDC transistor based bit cell has a higher read
SNM as compared to the conventional transistor based bit cell
because the enhanced body coefficient of the DDC transistor
provides higher read SNM independent of AVT. The
improved current characteristic of the DDC transistor can
also contribute to the higher read SNM, but usually to a lesser
extent. FIG. 9 also illustrates that the V,,,,, corresponding
to the read SNM is lower for DDC transistor based bit cell as
compared to a conventional transistor based bit cell with
substantially similar sized transistors.

FIGS.10A-10B show cell leakage, read current, read SNM
and write margin, obtained from Monte Carlo simulations
performed for a bit cell using DDC transistors and a bit cell
using conventional transistors. These figures show that the bit
cell using DDC transistors has a tighter distribution of cell
leakage, read current, read SNM and write margin as com-
pared to the bit cell using conventional transistors. The dis-
tribution indicated in red corresponds to a bit cell using DDC
transistors that have a better AV'T. The distribution indicated
in green corresponds to a bit cell using DDC transistors that
has the same AVT as the bit cell using conventional transis-
tors. These figures show that the bit cell using DDC transis-
tors has a tighter distribution of cell leakage, read current,
read SNM and write margin when the DDC transistors have a
better AVT, as well as when the DDC transistors have the
same AVT as compared to the bit cell using conventional
transistors.

The various methods for optimizing the bit cell can be used
to set the transistor W/L and/or the threshold voltages V ,»and
V v for the transistors used in the ported bit cell to maximize
the margins. In one embodiment, the transistor sizes are
modified during the optimization process such that no layout
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database changes are required, i.e., the transistor size changes
are made within a range that can be obtained be performing an
optional layout database resizing. In one embodiment, circuit
simulation can be used to optimize the W/L, V ;, and/or V ..,
of the constituent transistors of the bit cell. In one embodi-
ment, a built-in optimization provided by the circuit simula-
tion program can be used, and a predetermined objective
function can be defined to optimize the W/L, V 1, and/or V
of the constituent transistors of the bit cell. In alternative
embodiments, other optimization methods can be used, such
as Simplex, or geometric programming. In one embodiment,
weights are assigned to each of the SRAM performance char-
acteristics that are to be optimized (such as read SNM, write
margin, read current, and cell leakage), and an optimization is
performed to optimize the W/L,, V 5, and/or V ,,,; of the con-
stituent transistors of the bit cell.

Advantageously, a characteristic of DDC transistors is a
reduced mismatch as compared to conventional FETs. The
reduced mismatch allows for pulling in of design corners and
greater flexibility in design. The characteristics of the DDC
transistor allow for the response of the DDC transistor in a
wider range to a change in the body bias voltage applied to the
screening region. More specifically, the enhanced body coef-
ficient of the DDC transistor can allow a broad range of
ON-current and the OFF-current that depends on the body
bias voltage applied to the screening region, as compared to
the body bias voltage applied to a conventional device. In
addition, the DDC transistors have a lower oV - than conven-
tional devices. The lower oV, allows for a lower minimum
operating voltage V ,, and a wider range of available nominal
values of V. The enhanced body coefficient of the DDC
transistor can also allow a broad range of threshold voltage
that depends on the body bias voltage applied to the screening
region, as compared to the body bias voltage applied to a
conventional device. The screening region allows effective
body biasing for enhanced control of the operating conditions
of'a device or a group of devices to be set by controlling the
applied body bias voltage. In addition, different operating
conditions can be set for devices or groups of devices as a
result of applying different body bias voltages.

One illustrative method of transforming a first set of tran-
sistor electrical parameter targets of transistors in a circuit
designed to be implemented in a first semiconductor manu-
facturing process to a second set of transistor electrical
parameter targets for that circuit in a second semiconductor
manufacturing process to obtain equal or better performance
of the circuit when the circuit is implemented in the second
semiconductor manufacturing process as compared to being
implemented in the first semiconductor manufacturing pro-
cess, includes a) obtaining a first set of performance con-
straints for the circuit implemented in the first semiconductor
manufacturing process; b) providing a plurality of sets of
transistor model parameters; ¢) associating transistor model
parameters from a first set of the plurality of sets of transistor
model parameters with each of the transistors models in a
simulation representation of the circuit; d) determining
whether the simulation representation of the circuit at least
meets the performance constraints; and e) assigning, if the
determination of step (d) is affirmative, the associated tran-
sistor model parameters as transistor electrical parameter tar-
gets for each transistor of the circuit that is to be implemented
in the second semiconductor manufacturing process; wherein
each of the plurality of sets of transistor model parameters is
associated with one or more physical structures produced by
the second semiconductor manufacturing process. In another
embodiment, the method includes associating, if the determi-
nation of step (d) is negative, transistor model parameters
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from a second set of the plurality of sets of transistor model
parameters with each of the transistor models in the simula-
tion representation of the circuit; and then g) repeating steps
(d) and (e).

In typical embodiments, the first set of transistor parameter
targets includes a first set of threshold voltage targets, and the
second set of transistor parameter targets includes a second
set of threshold voltage targets. In various embodiments, a set
of timing constraints is associated with the circuit; and equal
or better performance includes at least meeting all the timing
constraints of the set of timing constraints. In some embodi-
ments, equal or better performance further includes having
lower leakage current in the circuit, where the leakage current
is due to off-state leakage current arising from short-channel
effects.

In various embodiments, the first semiconductor manufac-
turing process provides transistors only of the legacy type
structure; and the second semiconductor manufacturing pro-
cess provides transistors of at least the DDC type transistor
structure. It is noted that the transistors of the DDC type
include P-FETs and N-FETs.

In various embodiments, obtaining the first set of perfor-
mance constraints comprises simulating the circuit model of
the circuit using the first set of transistor electrical parameter
targets as transistor model parameters.

In another embodiment, a method of porting a static
memory bit cell from a first semiconductor process to a sec-
ond semiconductor process, includes receiving a layout for
the static memory bit cell; obtaining a first set of performance
constraints for the static memory bit cell implemented in the
first semiconductor process; determining yield targets as a
function of power supply voltage for the static memory bit
cell; providing a plurality of sets of transistor model param-
eters; associating transistor model parameters from a first set
of the plurality of sets of transistor model parameters with
each of the transistor models in a simulation representation of
the static memory bit cell; determining whether the simula-
tion representation of the static memory bit cell at least meets
the performance constraints; and assigning, if the determina-
tion is affirmative, the associated transistor model parameters
as transistor electrical parameter targets for each transistor of
the static memory bit cell that is to be implemented in the
second semiconductor manufacturing process; wherein each
of'the plurality of sets of transistor model parameters is asso-
ciated with one or more physical structures produced by the
second semiconductor process.

In another embodiment, a method of porting an integrated
circuit design from a first process to a second process,
includes a) determining the sizes of transistors in a source bit
cell; b) determining read static noise margin, write margin,
read current, and cell leakage of the source bit cell; ¢) pro-
ducing an initial simulation model of a ported bit cell by
modifying the simulation model of source bit cell so that an
initial set of DDC transistor models replace the original tran-
sistor models of the source bit cell; d) determining whether a
worst case read static noise margin of the simulation model of
the ported bit cell is within a first predetermined constraint; ¢)
reducing, if the determination of step (d) negative, V- and
returning to step (d); f) determining whether a worst case
write margin of the simulation model of the ported bit cell is
within a second predetermined constraint; g) increasing V .
and/or reducing V ;- and returning to step (d); h) determining
whether a read current of the simulation model of the ported
bit cell is within a third predetermined constraint; i) reducing,
if the determination of step (h) is negative, V -, and returning
to step (d); j) determining whether a cell leakage of the simu-
lation model of the ported bit cell is within a fourth predeter-

15

20

25

40

45

60

65

22

mined constraint; k) increasing, if the determination of step
(j) 1s negative, V-, and V ; and 1) determining the DDC
transistor process parameters to achieve the targeted V ,» and
Vo
It is noted that selectively doping the DDC transistors may
further include a step of using a mask pattern that is designed
based upon the optimized width and length of the DDC tran-
sistors.

CONCLUSION

Itis to be appreciated that the Detailed Description section,
and not the Abstract of the Disclosure, is intended to be used
to interpret the Claims. The Abstract of the Disclosure may set
forth one or more, but not all, illustrative embodiments of the
invention, and thus, is not intended to limit the invention or
the subjoined Claims in any way.

The exemplary embodiments described herein are pro-
vided for illustrative purposes, and are not limiting. Other
embodiments are possible, and modifications may be made to
the exemplary embodiments within the spirit and scope of the
invention. Therefore, the Detailed Description is not meant to
limit the invention. Rather, the scope of the invention is
defined only in accordance with the subjoined Claims and
their equivalents.

It is to be understood that the phraseology or terminology
herein is for the purpose of description and not of limitation,
such that the terminology or phraseology of the present speci-
fication is to be interpreted by those skilled in relevant art(s)
in light of the teachings herein.

It will be apparent to those skilled in the relevant art(s) that
various changes in form and detail can be made therein with-
out departing from the spirit and scope of the invention. Thus
the invention should not be limited by any of the above-
described exemplary embodiments, but should be defined
only in accordance with the subjoined Claims and their
equivalents.

What is claimed is:
1. A method of fabricating an integrated circuit compris-
ing:
producing a second transistor circuit design based on a first
transistor circuit design, the second transistor circuit
design having target transistors, the target transistors
including a plurality of deeply depleted channel (DDC)
transistors, the second design having an initial threshold
voltage value assigned to each of the target transistors;
determining targets defining a set of design constraints;
solving objective functions with the set of design con-
straints to produce optimized threshold voltage values
for each of the target transistors;
selectively doping a semiconductor substrate to form a
plurality of highly-doped screening regions over which
a corresponding plurality of transistor gates will respec-
tively be formed;
selectively doping the semiconductor substrate in regions
that are associated with the target transistors to dopant
concentrations that set the threshold voltage values for
each of the target transistors to a desired range of values;
and
forming an undoped semiconductor layer above the highly
doped screening region.
2. The method of claim 1, wherein the first transistor circuit
design is a bit cell and the second transistor circuit design is a
bit cell.
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3. The method of claim 1, wherein the target transistors of
the second transistor circuit design each have a gate length
and a gate width; and

further comprising:

determining targets for the gate length and gate width of the

target transistors of the second transistor circuit design.

4. The method of claim 3, wherein the optimized the
threshold voltage values for each of the target transistors
comprises an optimized gate length or an optimized gate
width for each of the DDC transistors.

5. The method of claim 4, wherein selectively doping the
target transistors comprises using a mask pattern that is
designed based upon the optimized gate length or the opti-
mized gate width the of each of the DDC transistors.

6. The method of claim 2, wherein the bit cell is a six-
transistor static random access memory (SRAM) cell.

7. The method of claim 1, wherein forming an undoped
semiconductor layer comprises growing an epitaxial layer.

8. The method of claim 1, wherein at least one of the
plurality of DDC transistors is an n-channel transistor.

9. The method of claim 1, wherein at least one of the
plurality of DDC transistors is a p-channel transistor.

10. The method of claim 1, further comprising forming
source/drain extension regions above the highly-doped
screening region.

11. An integrated circuit structure comprising:

aplurality of target transistors configured in a second tran-

sistor circuit design based on a first transistor circuit
design, the plurality of target transistors including a
plurality of deeply depleted channel (DDC) transistors,
the second transistor circuit design having an initial
threshold voltage value assigned to each one of the plu-
rality of target transistors;
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wherein the each target transistor of the plurality of target
transistors has a functional target defined by a set of
design constraints, and the initial threshold voltage
value is specified by a solution of objective functions
within the design constraints;

a semiconductor substrate having a plurality of highly-
doped screening regions each one under a corresponding
one of a plurality of target transistor gates;

aportion of the plurality of highly-doped screening regions
further comprising doped regions configured to set the
threshold voltage value for each of the target transistors;

an undoped semiconductor layer formed above the highly
doped screening region.

12. The structure of claim 11, wherein the first and the

second transistor circuit designs are memory bit cells.

13. The structure of claim 12, wherein the first and the
second transistor circuit designs are static random access
memory (SRAM) cells.

14. The structure of claim 13, wherein the memory bit cell
is a six-transistor SRAM cell.

15. The structure of claim 11, wherein the undoped semi-
conductor layer comprises an epitaxial layer.

16. The structure of claim 11, wherein at least one of the
plurality of DDC transistors is an n-channel transistor.

17. The structure of claim 11, wherein at least one of the
plurality of DDC transistors is a p-channel transistor.

18. The structure of claim 11, further comprising source/
drain extension regions above the highly-doped screening
region.



